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“Analyzing and Improving Self-supervised Learning”

I built a toolkit for benchmarking and comparing the representa-
tions learned by different unsupervised algorithms for image repre-
sentation learning. The manuscript was published at CVPR 2022. I
also completely exploratory work demonstrating the classification
capabilities of out-of-the-box state-of-the-art diffusion models,
writing one manuscript as an initial pre-print. I proposed ideas for
fusing diffusion features for better performance, as well as a more
thorough benchmark, in an article currently under review. I also
proposed using large language models to analyze self-supervised
vision-language models, in an article currently under review.

“Implicit Neural Video Representation”

I am working on implicit neural representation (INR) methods for
video, both in the traditional internal learning paradigm as well as
by using hypernetworks. I have collaborated on papers (which ap-
peared at BMVC and CVPR) that propose hybrid representations
for video, with good data compression performance and other
promising emergent properties as well. I am also investigating
emergent properties of implicit representation for recognition
tasks, including classification and segmentation. I mentored an-
other PhD student, and we proposed a framework for analyzing a
variety of different types of INR networks. Themanuscript was pub-
lished at CVPR 2024. I am themain organizer for INRV, a workshop
at CVPR 2024.

Education
Doctor of Philosophy in Computer Science Aug. 2020 – May 2026
University of Maryland, College Park, Maryland
AdvisorAbhinav Shrivastava

Bachelor of Science in Computer Science Sep. 2014 – Dec. 2019
BrighamYoung University, Provo, Utah

Selected Awards
Dean’s Fellowship 2020, 2021
University of Maryland
Awarded to new graduate students who have demonstrated supe-
rior academic achievement

GRFP Honorable Mention 2020
National Science Foundation
Awarded to meritorious applicants who do not receive financial
rewards

Service

Workshop Organizer {2024} INRV @ CVPR 2024
https://inrv.github.io

Conference Reviewer ECCV 2022, 2024; CVPR {2022-2024};
ICCV 2023; WACV 2024

Journal Reviewer International Journal of ComputerVision
Peer Mentor UMD Graduate Student Council Mentor-

ship Program, 2023-2024
Graduate Admissions {2021-2024} admission cycles

Experience & Appointments
Research Assistant June 2021 – Present
University of Maryland Institute for Advanced Computer Studies
Working with my advisor, Dr. Abhinav Shrivastava, I have authored
multiple papers, which have appeared at CVPR [2, 3, 9] and
BMVC [7], with another currently under review [6]. I am continuing
my work on learning to represent data, operating at the intersec-
tion of image recognition, generation, and implicit representation,
as I work on finding universal visual data representation.

Teaching Assistant Aug. 2020 – Present
Computer Science Department, University of Maryland (College Park)
I have participated in grading, running help sessions, substituting
for lectures, holding office hours, and developing coursework. In
addition to taking sole responsibility for approving, guiding, and
grading the final project, my coursework responsibilities included
developing several different assignments for the university’s Intro-
duction to Deep Learning course (CMSC 472) and graduate-level
computer vision course (CMSC 828I).

Computer Vision Research Intern May 2023 – Dec. 2023
SRI International
I developed data and methods for better long-form video under-
standing for retrieval, question answering, and summarization. I
submitted the manuscript [4] to CVPR.

Online Course Instructor Jan. 2023 – May 2023
UpGrad and Robert H. Smith School of Business, University of Mary-
land (College Park)
I developed, prepared, and recorded 4 weeks of coursematerial for
a deep learning course offered by the School of Business. In total,
I delivered 7.5 hours of lecture material and a major assignment. I
also host a quarterly live review session.

Applied Science Research Intern May 2022 – Aug. 2022
Amazon Music
I adapted state-of-the-art computer vision and natural language
processing techniques for music recommendations. I gained ex-
perience working with data in a different modality (music, rather
than images or text), as well as using Apache Spark, AWS, pandas,
and PyTorch for manipulating and filtering large amounts of data
for model training.

Software Engineer Sep. 2018 – Aug. 2020
Qualtrics
This role started as a part-time position while I was still a student.
I designed, built, and deployed custom automations solutions. For
onemajor project, I built a solution using Python that scraped data
from hundreds of dashboards, with dozens of unique widgets.After
graduation, I transitioned to fulltime work, where I helped maintain
a text analysis pipeline and user interface.

Research Assistant Jan. 2019 – Dec. 2019
Brigham Young University
As an undergraduate, I worked on fine-grained visual categoriza-
tion (FGVC) under Dr. Ryan Farrell. I completed projects exploring
interactions between algorithms and data for FGVC [14, 11, 13, 1]. I
learned the basics of deep learning research: pre-requisite mathe-
matical understanding, working with PyTorch, NumPy, GPUs, etc.
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